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Abstract

  
In a wireless environment, the bandwidth of the channels and the energy of the portable devices are limited. Data broadcast has become an excellent method for efficient data dissemination. In this paper, the problem for generating a broadcast program of a set of data items with the associated access frequencies on multiple channels is explored. In our approach, a minimal expected average access time of the broadcast data items is first derived. The broadcast program is then generated, which minimizes the minimal expected average access time. Simulation is performed to compare the performance of our approach with two existing approaches. The result of the experiments shows that our approach outperforms others and is in fact close to the optimal.
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1. Introduction

With the development of wireless technologies, people can now access information any time, any where via wireless communications. However, different from traditional wired networks, some issues should be considered in the wireless environment. First, the bandwidth of the wireless network and the energy needed for portable devices are limited. Second, the environment is asymmetric, that is, from the power consumption point of view, sending data is more costly than receiving data for a portable computer. Due to these issues, the traditional request-response system [TO98] is no longer suitable for data dissemination in the wireless environment. Therefore, data dissemination in the wireless environment has become an interesting research problem [AK93][IB93][PS98].

Broadcast-based information systems provide the dissemination of information with a cost independent of the number of clients, which compensates for the limited bandwidth in the wireless environment. Moreover, the clients can retrieve the broadcast data by just tuning to the broadcast channel, which results in a certain degree of energy saving. Therefore, data broadcast has become an attractive solution for information dissemination. However, in the broadcast-based system, the clients have to access data items in the broadcast channel sequentially. Therefore, how to allocate data items in the broadcast channel for efficient data access becomes an important issue.

To evaluate the efficiency of data access, access time is used. Access time is the time elapsed from the moment a client first tunes into the broadcast channel to the moment the desired data are acquired. In the broadcast-based system, a broadcast program needs to be constructed to determine the order of data items to be broadcast. The main issue to generate a broadcast program is to minimize the average access time for saving the bandwidth and energy in a mobile computing system. Many researchers focus on generating broadcast programs for a single broadcast channel. In [BGH92][HGL87], the server uniformly broadcasts each requested data item. However, in fact, some data items are more frequently accessed than others. Acharya et al. [AAF95] propose the concept of broadcast disks, in which all data items are partitioned into several groups such that the groups contain data items with higher access frequencies have shorter broadcast periods. As a result, the average access time decreases. The performance of broadcast disks is further improved in [AFZ95][AFZ96a][AFZ96b]. Moreover, approaches considering broadcasting variable-sized data items are proposed in [HV99][VH99]. The problem of broadcasting location-dependent data is proposed and discussed in [XZL03][ZXL04].
In recent years, many researchers focus on generating a broadcast program for efficient multiple data items access. In [BS99], the method for finding the optimal broadcast program for two dependent files is proposed. A lower bound on the average access time of the optimal broadcast program for the queries which only require two data items is derived in [BNS00]. In [CK99], the scheduling method for answering multiple data items queries where there is no access order constraint among the required data items is presented. The broadcast order is decided by a greedy method based on the frequencies of queries. Based on [CK99], [LYL02] [LL03] propose a more efficient algorithm to solve this problem. In [CHK99], the scheduling method for answering dependent data items query is discussed. The broadcast order is decided by a set of heuristic rules. In [LLC02], an efficient algorithm to generate a broadcast program for accessing dependent data items is proposed. In the proposed method, frequently co-accessed data are not only allocated close to each other, but also in a particular order which optimizes the performance of query processing. 

The issue of data allocation on multiple channels is widely discussed recently. Shivakumar et al. [SV96] extend Alphabetic Huffman Tree to a k-nary search tree and allocate this index tree to multiple channels. However, it is inflexible because the number of channels must equal the height of the tree. Lo and Chen [LC00] propose a solution for optimal index and data allocation, which minimizes the average access time for any number of broadcast channels. In [HLC02], the concept of broadcast disks is used to allocate the data and index on multiple broadcast channels. In [HCH00], the issue of allocating dependent data on multiple channels is discussed. A heuristic algorithm is proposed to cluster related data items to minimize the average access time. Furthermore, the problems of broadcasting dependent data with data replication and dependent data access on multiple channels are considered in [HC04] and [HCP03], respectively.
In fact, the concept of broadcast disks can be used to generate broadcast programs on multiple channels. That is, the data items in each group can be allocated into a channel where the groups containing data items with higher access frequencies have less data items such that the average access time for these data items is reduced. Peng and Chen [PC00] construct a channel allocation tree with variant fan-out and propose a heuristic algorithm VFk to generate a broadcast program. This approach only works well as the number of channels is a power of 2. The reason is as follows. VFk partitions one channel into two channels to minimize the average access time of these two channels. However, this partition only incurs local optimal. In [HLC01], a near optimal algorithm for allocating data item with same size on multiple broadcast channels is proposed. In [YNO02], an approximation algorithm for generating broadcast programs on multiple channels is proposed. Our approach considers allocating data items in a channel with a goal to minimize the average access time for all data items. Moreover, we also show that our work can be easily extended to deal with data items with variable sizes. The rest of this paper is organized as follows. The problem of generating broadcast programs on the multiple broadcast channels is formulated in Section 2. In Section 3, the technique for generating broadcast programs on multiple channels is proposed. The performance analysis is given in Section 4. Finally, in Section 5, conclusion and future work are presented.

2. Problem Description

2.1 Preliminaries

In a broadcast-based information system, the server generates a broadcast program and periodically broadcasts the data items accordingly on the broadcast channels. The periodic broadcast forms a broadcast cycle. It is possible for a data item to appear more than once in a broadcast cycle. We assume that the data items are of equal size. Therefore, the broadcast bandwidth needed to allocate a data item is equal, which is denoted as a time slot. Each data item di has a corresponding access frequency fi, which denotes the probability that data item di is needed by the clients. Moreover, 
[image: image1.wmf]1

1

=

å

=

N

i

i

f

 where N denotes the number of data items needed to be broadcast. The broadcast program is generated according to this probability distribution. An instance of a data item is defined as the appearance of the data item on the broadcast channel. When the distance between any two instances of data item di is the same, we say di is equally spaced with the distance si. The reciprocal of si is denoted as pi which is the probability that di will be selected to broadcast in each time slot. The average access time for each data item di is denoted ti. Also, the 
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Wong [Won88] shows that, for all data items of equal size, the average access time can be minimized if each data item is equally spaced and for any two data items di and dj, 
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 in the M broadcast channels environment. According to this property, the minimal average access time of all data items on multiple channels can be derived as follows:

Lemma 1. Assume that each data item is equally spaced, the minimal average access time for all data items on M channels, denoted 
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Proof. With the assumption that each data item is equally spaced, the average access time of data item di is si/2. Therefore, the average access time of all data items is 
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According to the property showed in [Won88], the average access time of all data items can be minimized if 
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■

In Lemma 1, the minimal average access time for all data items to be allocated from 1th to Mth channels is derived. In general, the minimal average access time for allocating data items from ith to jth channels can be formulate as follows.

Lemma 2. Assume the summation of access frequencies for the data items to be allocated from ith to jth channels is F, the minimal average access time is given by
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Proof. In Lemma 1, the summation of access frequencies for all data items is equal to 1. When the summation of access frequencies for the data items is F, the access frequency of each data item have to be divided by F such that the summation of access frequencies for the data items is equal to 1. Therefore, the equation of minimal average access time shown in Lemma 1 can be transformed as 
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The minimal average access time is based on the assumption that each data item is equally spaced. However, in most cases, it is difficult to generate this kind of broadcast programs. For example, assume that p1 = 1/2, p2 = 1/3 and p3 = 1/6, it is impossible to generate a broadcast program to broadcast data item 1 exactly every two time slots, to broadcast data item 2 exactly every three time slots and to broadcast data item 3 exactly every six time slots in a channel. Therefore, the minimal average access time is the lower bound for a broadcast program. In Section 3, a heuristic algorithm will be proposed to generate a near optimal broadcast program on multiple channels. 

2.2 Problem Formulation
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Figure 1: Generating broadcast program on multiple channels


In the multiple channels environment, generating broadcast programs can be treated as a partition problem. That is, the data items can be partitioned into groups according to the number of channels, which are then broadcast to the respective channels. For example, assume there are six data items and three broadcast channels as shown in Figure 1. The data items are partitioned into three groups, Group 1, Group 2 and Group 3, and broadcast to Channel 1, Channel 2 and Channel 3, respectively. In the broadcast-based environment, as the number of data items in a broadcast channel increases, the average access time of these data items will also increase. Therefore, the data items with higher access frequencies have to be allocated in a channel containing fewer data items so that the average access time will be minimized. The problem of generating broadcast programs on multiple channels is formulated as follows: 

Problem of generating broadcast programs on multiple channels: Given M channels and a set of data items. Each data item is associated with an access frequency, which represents the probability the data item is needed by the clients. Our problem is to partition the data items into M groups and allocate the data items in each group into an individual channel, such that the average access time for all data items is minimized. The average access time of a broadcast program can be analyzed as follows:

Definition
M: The number of channels.

Groupi: The set of data items in the group i, where
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|Groupi|: The number of data items in Groupi.
Dataij: The jth data item in Groupi, where
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Assume the clients tune into the broadcast channel in random. The average access time of data items in channel i, denoted 
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Therefore, the average access time of all data items, denoted ttotal, is

[image: image24.wmf])

|

(|

2

1

)

(

1

|

|

1

1

|

|

1

1

å

å

å

å

å

=

=

=

=

=

´

´

=

´

=

´

=

M

i

Group

j

Data

i

M

i

Group

j

Data

i

total

N

i

i

i

total

i

ij

i

ij

f

Group

f

t

f

t

t



[image: image25.wmf]                    ......

High 

Low

Access 

Frequency

Group

1

Group

2

Group

3

Group

M

Data Items

Figure 2: Partition problem for generating broadcast program on 

multiple channels


3. Allocating Data Items on Multiple Channels

In this section, a heuristic algorithm is proposed to generate a near optimal broadcast program on multiple channels. As shown in Figure 2, data items are first sorted in descending order according to the access frequencies. The algorithm allocates the data items in the channels according to this order. The number of data items to be allocated to a channel is determined as follows. 


Assume the first i – 1 channels have been allocated and we are deciding the number of data items to be allocated in the ith channel. Given a certain number of data items to be allocated in the ith channel, we can compute the minimal expected average access time (denoted MEAAT) of all data items. By computing the MEAAT for each number in a certain range, the number with the minimal MEAAT will be selected as the number of data items to allocate the data items to the ith channel. In Subsection 3.1, we derive the equation to compute the MEAAT, and in Subsection 3.2, we derive the range of the possible number for computing the MEAAT.

3.1 Computing the MEAAT

Assume the first i – 1 channels have been allocated with the data items in Group1 to Groupi-1, respectively. The average access time of the data items in these channels is denoted 
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where 
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 denotes the minimal average access time of the data items allocated in the (i+1)th to Mth channels. By Lemma 2,
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we get
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Essentially, the MEAAT 
[image: image31.wmf]i

T

min

 consists of three parts, 
[image: image32.wmf])

1

:

1

(

-

i

total

t

, 
[image: image33.wmf]2

/

|

|

i

Group

 and 
[image: image34.wmf]M

i

t

~

1

min

+

. 
[image: image35.wmf])

1

:

1

(

-

i

total

t

 is the average access time of the data items in the first i – 1 channels. 
[image: image36.wmf]2

/

|

|

i

Group

 is the average access time of the data items in the ith channel. And 
[image: image37.wmf])

:

1

(

min

M

i

t

+

 is the minimal average access time of the data items in the (i+1)th to Mth channels. The three values are used to estimate the minimal average access time of all data items to determine the allocation of data items in the ith channel.

3.2 Deciding the Range
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Figure 3 : A hierarchical broadcast program for M channels


As shown in Figure 3, in our approach, a hierarchical broadcast program is generated and the data items in each group will be allocated into the respective channel. In the hierarchical broadcast program, we have the following properties:
Lemma 3. For an optimal solution of the partition problem, |Group1| ( |Group2| ( …( |GroupM| .

Proof. Assume that ( is an optimal solution for the partition problem and |Groupi| > |Groupj| for i < j. We can move the data item dk with the lowest access frequencies in Groupi to Groupj so that |Groupi| decreases by 1 and |Groupj| increases by 1. Consequently, the average access time for the data items in Groupi decreases by 
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 is the change of the average access time for dk. Because 
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According to Lemma 3, the range of the number of data items in each channel can be derived as follows.
Lemma 4. For an optimal solution of the partition problem, |Groupi-1| ( |Groupi| ( 
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Proof. According to Lemma 3, we get |Groupi-1| ( |Groupi|. And 
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 is the mean for the remaining data items to be allocated in the remaining channel. If |Groupi| > 
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According to Lemma 4, the range of the number of data items in each channel can be determined.

3.3 The Heuristic Algorithm and Example

The heuristic algorithm to generate broadcast programs on multiple channels is presented as follows:

Algorithm

Input: The set of data items D = {d1,d2,…,dN} and the corresponding access frequencies fi; number of channels, M.

Output: A broadcast program.

Begin

1. Sort all data items in descending order according to the corresponding access frequencies fi.

2. For i = 1 to M-1

Begin

  Computer the range of the number of data items to be allocated in channel i.

The number of data items to be allocated in channel i is the number in the range which minimizes the MEAAT of all data items.
End

3. Allocate the remaining data items into the last channel.
End.

The following example is used to illustrate our algorithm.
Table 1 shows the set of data items and their corresponding access frequencies. The data items are sorted in descending order according to the access frequencies. The number of channels available is assumed 4. As shown in Table 2(a), the number of data items to be allocated on channel 1 is determined. According to Lemma 4, the range of the number of data items to be allocated on channel 1 is from 1 to 3. When |Group1| = 2, the MEAAT is minimal (1.3590). Therefore, we allocate D1 and D2 on channel 1. Similarly, D3, D4 and D5 are allocated on channel 2 as showed in Table 2(b), and D6, D7 and D8 are allocated on channel 3 as showed in Table 2(c). Finally, the remaining data items are allocated on channels 3, which is also shown in Table 2(c). In Table 2(c), the average access time of all data items, 
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4. Performance Evaluation

    In order to evaluate the performance of the proposed algorithm, a series of experiments are performed based on different broadcast data sets. In the simulation, assume the size of all data items is the same and it takes a time unit to access a data item. The cost metric is the average access time of all data items. We compare the cost of our approach with that of two other algorithms proposed in [PHO00] and [PC00]. In [PHO00], an approach called step broadcast is proposed. In the step broadcast, the summation of the access frequencies of the data items is almost the same in each group. In [PC00], an algorithm VFK is proposed to construct a channel allocation tree with variant fan-out to minimize the average access time of all data items on multiple channels. First, the algorithm VFK attaches all data items to the root node. After that, some data items with smaller access frequencies are moved to the lower level so as to reduce the average access time of all data items. The partition is evaluated iteratively with the objective of minimizing the average access time of all data items until the depth of the channel allocation tree is equal to the number of channels.

4.1 Simulation Model


The following parameters are used to generate different broadcast data sets.

PARAMETERS

· N: The number of data items to be broadcast.

· M: The number of channels.
· (: The parameter of Zipf distribution.

	Parameters
	Default value
	Ranges

	Number of data items (N)
	200
	20 – 1000

	Number of channels (M)
	6
	3 – 8

	Zip parameter (()
	0.5
	0 – 0.99


Table 3. Parameter Settings
The parameter settings for our experiments are listed in Table 3. The access frequencies of the data items are generated based on the Zipf distribution [GSE94]. In the Zipf distribution, the access frequencies of the data items follow the 80/20 rule that 80 percent clients are usually interested in 20 percent data items.

4.2 Performance Evaluation

4.2.1 Effect of the Number of Channels


In this simulation, the effect of the number of channels is considered. The result is shown in Figure 4. As shown in Figure 4(a), the average access time of all data items decreases as the number of the channels increase. Intuitively, as the number of channel increases, the number of data items allocated in each channel decreases. Therefore, the average access time of all data items is reduced. In Figure 4(b), we show the ratio 
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 of the three approaches. Obviously, our approach outperforms two approaches. The reason is that our approach can predict the average access time of all data items in the partition operation. Therefore, we can allocate data items in each channel with a goal to minimize the average access time for all data items. On the other hand, the VFK approach partition one channel into two channels to minimize the average access time of these two channels. This partition only incurs local optimal. Therefore, the VFK approach only works well in a power of 2.
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4.2.2 Effect of the Node Number


Another factor that affects the performance of the broadcast program is the number of the data items. The simulation result is shown in Figure 5. Since the number of data items increases, the number of data items allocated in each channel increases. Intuitively, the time spent to access a data item also increases. The result shown in Figure 5(a) confirms this intuition. Similarly, compared with step broadcast and VFK, our approach performs superiorly. This is shown in Figure 5(b). 
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4.2.3 Effect of the Zipf Parameter (
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Figure 6 shows the effect of the Zipf parameter ( on the average access time of all data items for the three approaches. The Zipf parameter (, limited from 0 to 1, is used to adjust the skew degree of the access frequencies. As ( increases, the access frequencies of data items are increasingly skew. A high skew access frequencies means that a small number of data items are accessed frequently. This explains why the average access time of all data items, shown in Figure 6(a), will decrease as ( tends to 1. The ratio of the three approaches is shown in Figure 6(b). Our approach outperforms others. On the contrary, step broadcast performs the worst when ( tends to 1. The reason is that in step broadcast, the summation of access frequencies of the data items is almost the same in each group. As the Zipf parameter ( tends to 1, the access frequencies of the data items become skew, that is, few data items hold high access frequencies. This results in a situation that many data items with low access frequencies will be allocated in the same channel. The average access time of all data items becomes worse.

4.3 An Extension to Data Items with Variable Sizes

The simulation shows that the performance of our approach is similar to that of the optimal one when the data items have the same size. Actually, our work can be easily extended to handle the data items with variable sizes. Vaidya and Hameed [VH99] showed that, for data items with variable sizes, the average access time can be minimized if each data item is equally spaced and for any two data items di and dj, 
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 can be extended to deal with data items with variable sizes as follows.

Lemma 5. Assume that each data item is equally spaced, the minimal average access time for all data items on M channels, denoted 
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Proof. With the assumption that each data item is equally spaced, the average access time of data item di is si/2. Therefore, the average access time of all data items is 
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According to the property showed in [VH99], the average access time of all data items can be minimized if 
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■
According to Lemma 2 and Lemma 5, it is easy to find out that the minimal average access time for allocating data items in ith to jth channels can be formulated as 
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, where F denotes the summation of access frequencies for the data items to be allocated in ith to jth channels.

After calculating the minimum average access time for data items with variable sizes, we need to decide the range of the data items which can be allocated on each channel. To deal with the data items with variable sizes, data items are first sorted in decreasing order by their corresponding 
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 is, the more frequent the data item should be broadcast. Assume Groupk denotes the set of data items allocated on channel k. Let ||Groupk|| denote the broadcast length of Groupk, i.e., 
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According to the previous discussion, the range of the data items which can be allocated in each channel can be derived as follows.
Lemma 6. For an optimal solution of the partition problem, ||Groupi-1|| ( ||Groupi|| ( 
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Proof. According to the previous discussion, we get ||Groupi-1|| ( ||Groupi||. And 
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 is the mean for the length of the remaining data items to be allocated in the remaining channels. If ||Groupi|| > 
[image: image77.wmf]1

||

||

1

1

+

-

-

å

-

=

i

M

Group

TL

i

j

j

, certainly, there is a Group j where j > i such that ||Groupj|| < 
[image: image78.wmf]1

||

||

1

1

+

-

-

å

-

=

i

M

Group

TL

i

j

j

. This conflicts with the property discussed above. Therefore, we get that ||Groupi-1|| ( ||Groupi|| ( 
[image: image79.wmf]1

||

||

1

1

+

-

-

å

-

=

i

M

Group

TL

i

j

j

.

■


5. Conclusion

In this paper, an approach for generating broadcast programs on multiple channels is proposed. In this approach, we determine the number of data items to be allocated in each channel so that the average access time of all data items is minimized. Simulation is performed to compare the performance between our approach with two other approaches. The experiment result shows that our approach is better than others. In fact, the average access time of all data items incurred by the broadcast program generating by our approach is close to its lower bound. Moreover, we show that our approach can be easily extended to deal with the data items with variable sizes. 

There are many applications that allow clients to access multiple data items simultaneously in the broadcast channels. How to allocate these data items on multiple channels to minimize the average access time is a challenge. Moreover, how to generate the broadcast program to adapt to the changing access frequencies is also a problem to solve.
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