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ABSTRACT 
In this paper, we present a design and implementation of a 

bowling information system. This system contains three types of 
bowling game information including the bowling video content 
information, the game-related information and the player 
information. The MPEG-7 Description Schemes are used to 
describe these types of information and the relationships among 
them. This information is obtained through an annotator by which 
manual conceptual feature annotation (for the player and game-
related information) and automatic perceptual feature extraction 
(for the video content information) are integrated. Several 
interesting events in the video such as strikes and the important 
frames are determined by automatically analyzing the video 
content. With an interactive user interface, users’ queries are 
transformed into XQuery to retrieve needed information about the 
bowling games to learn the skills of bowling. In addition to the 
implementation of the system, we also perform experiments to 
show the effectiveness of the automatic video content information 
extraction.   

Categories and Subject Descriptors 
H.3.3 [Information Storage and Retrieval]: Information Search 
and Retrieval – retrieval models, selection process. H.3.4 
[Information Storage and Retrieval]: Systems and Software – 
Question-answering (fact retrieval) systems. 

General Terms 
Management, Design 

Keywords 
video analysis, video content extraction, bowling events, MPEG-7, 
video summarization 

1. INTRODUCTION 
Information associated with videos can be categorized into 

three types [2]. The first one is the information which does not 
directly concern with the video content, such as the personal 
information of someone appearing in a video. The second one 
refers to the semantics of the video content, such as the score of a 
ballgame. The third one is concerned with the perceptual features 
of the video contents, for example, the moving object trajectory. 
The first and second types of information are also called 
conceptual information. A video retrieval system should provide 
sufficient information for the users to query and browse the video 
database. 

Since users are more familiar with the semantic concept of a 
video, deriving semantics from perceptual features can provide a 
more friendly way for users to retrieve and browse video 
databases. The Multinet proposed in [4] uses the probabilistic 
models to map low-level features to high-level semantics. Sudhir 
et al. [7] analyze tennis videos and map the result to real events 
such as baseline-rallies. Another method [8] is designed to detect 
a complete set of the semantic events which happen in a soccer 
game. In [5], the results of analyzing both audio and visual 
features are used to detect the goal segments in a basketball game. 
In [1][6], similar ideas are used to detect the scenes in a video. 
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Moreover, after extracting the features, some specific training 
mechanisms are applied to obtain more accurate results. The 
differences between these work depend on the features and the 
training methods used. 

In this paper, a bowling information system is designed and 
implemented, which contains the three types of information [2] to 
describe a bowling game information system. Based on the 
MPEG-7 Description Schemes [10][11], these three types of 
information and the relationships among them are described. 
Although the system proposed in [3] also uses MPEG-7 to 
manage and retrieve the soccer games, the player information and 
the game-related information are not considered. In our system, 
the most important frames such as the frame of the ball hitting the 
pins and the most interesting events such as a strike are useful for 
users to learn the skills of bowling. Since it is time-consuming to 
manually obtain these events and frames, we propose a method to 
analyze the visual and audio features to automatically extract this 
information. An annotator is designed to facilitate the annotation 
process which includes the automatic extraction of video content 
information. Finally, we perform experiments to show the 
effectiveness of the content analysis. 

The rest of this paper is organized as follows. Section 2 
presents the framework and the model of the bowling information 
system. Section 3 describes the video content analysis. 
Experimental results on the perceptual feature detection are 
shown in Section 4. Finally, Section 5 concludes this paper. 

2. THE BOWLING INFORMATION 
SYSTEM 

Figure 1 illustrates the framework of our bowling information 
system. The video content information, such as strike, is extracted 
through the content analysis procedure. In addition, some of the 
game-related information which contains descriptions associated 
with the game can be extracted from the captions of the video 
data while some other can be obtained from the background 
knowledge. Moreover, the player information such as the height 
and weight of a bowler is also considered and recorded as the 
bowler profile. All types of information are stored in XML file 
format because XML is the Data Definition Language (DDL) of 
the MPEG-7. Although some information can be automatically 
extracted, some of the information like the player information 
cannot be obtained from the video data directly. We design a 
semi-automatic annotator to collect all the information. This 
annotator is further described in section 3. 

Our bowling information system is modeled based on the 
MPEG-7 Multimedia Description Schemes (DSs). Figure 2 shows 
the detailed metadata of the DSs. The dotted rectangles indicate 
the abstract concepts. The rectangles with solid lines indicate the 
concepts derived from the corresponding abstract concepts. They 
describe objects or events in bowling games. The rounded 
rectangles represent the attributes or features of the objects or 
events. The relationships between these elements are represented 
by the lines connecting these elements. The metadata are 
separated into four major parts. The dotted bi-directional links 
indicate the relationships between elements in different parts, 

Figure 2. The system model based on MPEG-7



which contain the same content. The four major parts are 
described as follows: 

 Player information: It describes a bowler with his/her 
personal information including name, years in bowling, 
bowling style, certified average, etc. 

 Game-related information: A bowling game is described by 
five semantic entities which are the title, the scores, the place, 
the date, and the bowlers of the game. Each bowler and the 
corresponding score are also specified. 

 Video content information: The information is used to 
describe the structure of the video content. A video can be 
decomposed into a number of clips which represent bowling 
frames1. Each bowling frame has bowlers and identifier as the 
features. By the bowling rule, one bowling frame contains at 
most three ball clips. A ball clip is a basic unit for the content 
analysis. It starts with the address2 of a bowler and ends with 
the appearance of the sweep bar. By displaying a whole 
process of a bowler rolling a ball, a ball clip helps users to 
watch a bowler’s entire movement, the ball track and the 
result caused by the ball. Some important information such as 
the result pattern (e.g., strike) is described in a ball clip. 

 Characterization of Videos: Since the result of each ball is 
the most interesting part in a bowling game, the ball clips are 
collected and classified based on their results. Therefore, the 
users can retrieve a special kind of ball clips efficiently. 

In the video content information, in addition to the result 
patterns, three most important frames are used to summarize a 
ball clip. They are: 

 The flooring frame: it shows the ball hitting the floor. It 
captures the spatial relationship between the ball and the 
arrows marked on the floor. It can be checked to see whether 
a correct release point is achieved by the bowler. 

                                                                 
1 One of ten "innings" in a bowling game. 
2 The bowler's stance before beginning the approach. 

 The pinning frame: it shows the ball hitting the pins. It can be 
checked to see whether a correct angle of the ball hitting the 
pins is achieved. 

 The result frame: it shows the result of the ball. It is the last 
frame of a ball clip. 

Users can interact with the bowling information system 
through an interface by specifying certain values on a part or 
across any of the four major parts. For example, users can retrieve 
the video of a certain game or all strike clips by a certain bowler, 
or question which blower is with the longest years in bowling. For 
the player information, the functions such as maximum and 
minimum are provided. Since the information is stored as XML 
files, each query posed in the query interface is transformed to 
XQuery for searching the matched data, and then the 
corresponding video clips are retrieved for the user. Figure 3 is an 
example query. There are seven clips retrieved and one of the 
retrieved clips is shown. The user can play the retrieved clip; 
moreover, three important frames are also displayed as a brief 
summary of the clip. 

3. VIDEO CONTENT ANALYSIS 
3.1 The Annotator 

In this section, we describe the annotator to show how it 
works. The annotator shown in Figure 4 is designed as a wizard 
for a step-by-step annotation. Figure 4(a) shows the starting of the 
annotation process. In this step, a bowling games video is selected 
for annotating, and the game-related information about this game 
can be recorded. Figure 4(b) shows the annotation of the player 
information. The player information can be individually recorded. 

On the contrary, a game cannot be successfully annotated 
unless the information about the players participating in the game 
has been recorded. After the game-related information and the 
player information have been annotated, we go to the next step to 
annotate the video content information.  

Figure 4(c) shows the annotation of a ball clip. Since a ball 
clip is a unit for content analysis, to correctly segment all ball 

Figure 3. An example query and one of the results 



clips is important. We segment a video into ball clips by marking 
their start times and end times. Therefore, the users can browse 
particular ball clips with some interesting events. The functions 
Go, Slow and Fast control the operations of the video playing, and 
the function Get obtains the time points for a ball clip. After a ball 
clip is segmented, the information about the result can be 
extracted by analyzing the visual feature of the result frame, 
which is the last frame of the ball clip. The flooring frame and the 
pinning frame of this ball clip are also automatically determined 
by analyzing the audio features of the video. After the analysis, 
the two important frames pop in the window as Figure 4(d) shows. 
The frame number and the ball number are also automatically 
determined. In order to avoid the false determination, a fine-tune 
function is also provided. 

3.2 Automatic Extraction of the Flooring/ 
Pinning Frames 

The audio feature helps to decide the time points of both the 
flooring frame and the pinning frame since the sounds of a ball 
hitting the floor and a ball hitting the pins are different from the 
surrounding sounds. We analyze the audio data in the time 
domain and the frequency domain for precisely getting the time 
points. Since the audio signal is only stable and stationary in a 
very short time duration, it is necessary to use frame-based 
processing when extracting audio features. An audio frame is a 
collection of consecutive samples, and an audio is separated into a 

number of audio frames and each audio frame overlaps its 
previous one by a fixed number of samples. 

In the time domain, the loudness which represents the energy 
of the audio is a feature used in the analysis and the root-mean-
square (RMS) [9] is used to calculate the signal magnitude within 
each frame. Since the two hits usually make louder sounds after a 
duration which is close to silence, the time point of the two hits 
can be detected by the audio frame with a local maximum RMS 
value. 

There are also commentators and the audience in the games 
who make noises. If the sounds of the two hits are not louder than 
the surrounding sounds in the audio data, the RMS method cannot 
distinguish them from others. Therefore, we also analyze the 
audio data in the frequency domain to help detect the two hits. 
Each audio frame is transformed into frequency domain by the 
fast Fourier transform to estimate its spectrum. The frequencies of 
a human’s voice range from 85-Hz to 1.1-kHz. In addition, 
experiment results show the frequencies of the two hits range 
from 500-Hz to 1.5-kHz. Therefore, for the mean value of the 
magnitudes of the frequencies in each frame, the larger the value 
is, the higher possibility may it be the hit. 

After the time points are chosen from both time domain and 
frequency domain, each of them is mapped to the corresponding 
video frame. The two hits can be captured and the flooring frame 
and the pinning frame can then be determined. 

Figure 4. The annotator 
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3.3 Automatic Detection of the Results 
The visual feature is used to analyze the result frame to 

determine the result of the ball clip. There are four steps in 
processing. 

1. Pre-processing: transform the result frame into an edge-based 
binary image and then reduce the noise effects. The 
transformation is needed because the edge-based binary image 
is more suitable for displaying the structure of the image. 
Moreover, the noise reduction can increase the accuracy of 
the analysis for an image. 

2. Determination of the region of interest (ROI): an ROI is a 
specific rectangular area in the result frame, and the dotted 
rectangle marked in Figure 5 is an example. The result of a 
ball clip can be determined by only analyzing the content of 
the ROI. Therefore, the top and the bottom boundaries of the 
ROI should be detected first. It can be constructed by the 
horizontal projection on the image. In an m × n image, the 
horizontal projection on raw j, j=1,…,m, is defined as  
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where p(i ,j) is the value of the pixel (i, j) in the edge-based 
image. The adjacent local maxima with the largest distance 
are regarded as the boundaries of the ROI.  

3. Detection of strikes and spares: by the vertical projection on 
the ROI, most cases of strikes and spares can be easily 

detected in this step. If there are no pins remaining on the pin-
desk3, the result of the vertical projection will have no peaks 
and the process terminates; otherwise, the process goes to 
next step. The criterion used here is to make sure that a strike 
detected in this step is a real strike. Some cases of a strike 
cannot be detected in this step due to noises, and such cases 
should be further processed in next step. The effectiveness of 
the filtering is discussed in section 4. 

4. Detection of other interesting events: the final operation aims 
to detect interesting events by determining the positions of the 
pins remaining on the pin-deck. To reduce noises, a 
boundary-fill algorithm is utilized. The approach is to color 
the ROI except the regions of the remaining pins, and then the 
vertical projection on the ROI is used again. Figure 6 shows 
the result of applying the boundary-fill method to the image in 
Figure 5, and Figure 7 shows the result of the vertical 
projection of the image in Figure 6. Each pin can be identified 
by analyzing the result and the interesting events are detected 
based on calculating the corresponding position between the 
pins. The locations of the ten pins on the pin-deck in the 
tenpin bowling are shown in Figure 8. 

The following are given heuristic rules for detecting the 
interesting events. The effectiveness of these heuristic rules will 
be reported based on the experimental results in Section 4. 

 Bicycle: It means there is a pin hidden behind another pin. It 
is difficult to detect bicycles even by human eyes. In our 
approach, it will be determined as a single pin first. However, 
the width of the bicycle must be larger than that of a true 

                                                                 
3 The area upon which the pins are set, also named plate. 

Figure 5 The ROI and the result frame 
after pre-processing 

Figure 6. The ROI after the boundary- fill 
algorithm is applied 

Figure 7. The result of the vertical 
projection of the image in Figure 6 
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single pin if their heights are the same. Therefore, the bicycle 
is detected if the ratio of width and height of a single pin is 
higher than that of a true single pin. 

 Bedposts: It means the 7-10 leave. In the tenpin bowling, the 
distance between pins 7 and 10 is the largest among others. 
We detect bedposts using this characteristic. 

 Big ears: It means the 4-6-7-10 leave. In the tenpin bowling, 
the 5-pin is in the middle of pins 4 and 6 and the two right or 
left pins are close. We detect big ears using this characteristic. 

4. EXPERIMENT RESULTS 
To show the effectiveness of the proposed methods in 

determining the result and the flooring and pinning frames, three 
experiments are performed. The data used in the experiments are 
taken from the professional bowling games on ESPN. The format 
of the videos is transformed to MPEG-2 format first. 

There are 20 ball clips taken as the training data for setting up 
the thresholds, and then 509 ball clips are used as the testing data 
to evaluate the effectiveness. The results are classified into six 
classes. Table 1 shows the experimental results in a confusion 
matrix with the recall and precision, which are defined as: 

100
Total Actual#

RetrievedCorrectly #
Recall ×= % 

100
Total Predicted#

RetrievedCorrectly #
Precision ×= % 

 

Since the data are taken from professional games, the 
numbers of the strike or spare and the single pin are larger than 
those of the other classes. An excellent result appears in the big 
ears class, because these kinds of frames are clear and the 
threshold we chose is suitable for distinguishing big ears from 
others. Some confusion happens between the bicycle and single 
pin. This is because we determine the bicycle as the single pin 
first and use their different ratios of the width and the height of 
the pin to separate them out. The varying angles of the camera 
cause the threshold of the ratios hard to decide. If we try to get a 
higher recall in the bicycle class, the threshold will be 
unfavorable to the precision. Another major factor which causes 
the inaccuracy is the difference of alleys. The right and the left 
boundaries of each ROI are not considered since the effect of the 

zoom in and zoom out is not the same in all ball clips. Therefore, 
the noises in the right and left portions of the ROI are often 
falsely detected as the pins. 

 

In our approach, there are two steps for detecting if a result is 
a strike or a spare. If the result is detected in the former step, the 
later process can be ignored and the processing time saved. Table 
2 shows the filter capability of our approach achieves at around 
89 percents. 

In Table 2, the TotalNum is the total number of the clips 
correctly detected as strike or spare, the FormerDetection is the 
number of the clips detected in the former step, the 
LaterDetection is the number of the clips detected in the later 
step, and the FilterRate is defined as  

%100×=
TotalNum

ctionFormerDeteFilterRate  

 

Table 3 shows the results of the acceptable flooring frames 
and the pinning frames, where the acceptable rate is defined as: 

%100
leNumUnacceptab#NumAcceptable#

NumAcceptable#RateAcceptable ×
+

=  

Whether the captured flooring frame or pinning frame is accurate 
is decided by users. When there are noises in the game and the 
ranges of the frequencies of the noises and the two hits overlap, it 
is difficult to capture the hits from the audio data. Therefore, both 
the acceptable rates are only between 50% and 60%. 

5. CONCLUSION 
A bowling information system is designed and implemented, 

which contains the video content information, game-related 
information and player information. All information is described 
by MPEG-7 Description Schemes. In addition, a semi-automatic 
annotator is designed to integrate both the manual conceptual 
feature annotation and the automatic perceptual feature extraction. 
Through a query interface, users retrieve any information they 
want to know about the bowling games. Our succeeding work is 
to study other perceptual features such as the scoreboard display 
and the slow motion in the video to more precisely derive the 
interesting events. The method for indexing XML files and 
efficient query processing in path expression will also be 
investigated. Furthermore, the framework will be applied to 
establish other kinds of sports information systems. The main 
difference between each sports information system is the 

Table 1 The Confusion Matrix with Recall and Precision

Table 2 The filter rate of strike or spare 

Table 3 The Effectiveness of the determination of the two hits



definition and extraction of the interesting events and the 
important frames. 
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