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The amount of pictorial data grows enormously with the expansion of the World Wide Web. From the large number of images, it is very important for users to retrieve desired images via an efficient and effective mechanism. In this paper we propose two efficient approaches to facilitate image retrieval by using a simple method to represent the image content. Each image is partitioned into m×n equal-sized sub-images (or blocks). A color that has enough number of pixels in a block is extracted to represent its content. In the first approach, the image content  is represented by the extracted colors of the blocks. The spatial information of images is considered in image retrieval. In the second approach, the colors of the blocks in an image are used to extract objects (or regions). A block-level process is proposed to perform the region extraction. The spatial information of regions is considered unimportant in image retrieval. Our experiments show that these two block-based approaches can speed up the image retrieval. Moreover, the two approaches are effective for different requirements of image similarity. Users can choose a proper approach to process their queries based on their similarity requirements.
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1. Introduction
Due to the expansion of the World Wide Web, the amount of various accessible data increases rapidly. Hence it is difficult and time-consuming for users to retrieve the desired data without any organized structures. Usually the users search the desired data via search engines, such as AltaVista[18], Yahoo[19], and InfoSeek[20]. They search and retrieve relevant data via keywords. However, more and more documents in the World Wide Web contain visual data such as image and video, which can not be described entirely by keywords. Therefore it is necessary to provide textual and visual information for the retrieval process. Images are frequently used visual data because of their simplicity and smaller size. In the electronic commerce, for example, the product catalogs usually contain the figures of the products together with some textual descriptions. Hence the development of efficient and effective image retrieval  techniques is very important.

In the past years a lot of research has been done on content-based image retrieval. In these approaches, an image is usually represented by some low-level visual features, such as color, texture, shape, etc. This method has two advantages. First, the visual features are more powerful than keywords to represent the content of an image. Second, the visual features of the images can be automatically extracted. 

In [2][3] the color histogram is used to represent the content of an image. A quadratic distance function is proposed to compute the similarity degree between two color histograms. However, this approach does not consider the spatial information of an image and can therefore cause  misjudgment when two images have similar color composition but different distribution. Moreover, the computation cost of the similarity measure is expensive because of the high dimensions of the color histogram. Some approaches[5][6][7][8][9][10][12] are proposed to improve the shortcomings of the color histogram method.

In [6] a revised color histogram that incorporates spatial information is proposed to improve the pure color histogram. In this approach each pixel in a given color bucket is classified as either coherent or incoherent. A pixel is coherent if it is part of a larger region. Otherwise it is incoherent. A region is clustered by the adjacent pixels with similar colors that belong to the same color bucket. A color coherence vector (CCV) is proposed to store the number of coherent versus incoherent pixels for each color bucket. However, the spatial information in a CCV is too rough because it only records the clustering situation of pixels belonging to the same color buckets. Moreover, the computation cost of the similarity measure is still expensive.

Stricker and Dimai [5] propose another method by using color feature with simple spatial information. In this approach, each image in the database is partitioned into five partially overlapping, fuzzy regions. From each region in an image the first three moments of the color distribution are extracted and stored in the index. Although the computation cost of the similarity measure is low, the number of regions in an image is too small for the retrieval of various kinds of images. 

In [12] a signature-based approach is proposed by Chua, Tan, and Ooi. They partition each image into m equal-sized cells and a set of color signatures is used to represent the image content. Each signature is an m-bit vector, which represents the spatial distribution of a selected color that has enough number of pixels in an image. For each selected color, each cell in an image is examined to determine whether the number of pixels of this color is large enough. If it is larger than a predefined threshold, the corresponding bit in this color signature is set to 1. Otherwise, it is set to 0. After examining all selected colors, the color signatures of an image are obtained. The similarity degree of two images is computed by intersecting the signatures of corresponding colors. Therefore, the computation cost of the similarity measure is reduced. 

In the approaches mentioned above, two similar images have to have similar color composition in the same area. This constraint may restrict the capability of the image retrieval approaches. Some works[7][8][9][10] use spatial information for the image retrieval. In these approaches, pixels of similar colors, located in the same color bucket, are clustered to extract regions for the representation of  the image content. Moreover, the relationship between regions is used to facilitate image retrieval.
Ooi et al. [10] propose a fast color-spatial image retrieval technique. In this approach, a predetermined number of single-color clusters, comprising the pixels of the same color in a closed region, are used to represent an image. Because of the fixed number of single-color clusters, the performance of image retrieval can be improved. However, an image can not be represented sufficiently if the total area of the chosen clusters is not large enough. Because only the color similarity of two clusters is compared, this method is suitable to support approximate matching between colors.

Smith and Chang [7][8][9] propose an image retrieval system using both spatial and visual information of a region. In this system the color sets are used to represent the color information of the image regions. A color set is an m-bit vector whereby each bit represents a color. If the number of pixels of a color in a region is greater than a predefined threshold, the corresponding bit in the color set is set to 1. Because of the binary property of the color sets, the similarity degree between two regions can be quickly computed . Moreover, users of this system can issue their queries with different constraints on the spatial relationship between regions. 

The similarity requirement between images is an important issue for image retrieval. For example, the two images in Figure 1 may be regarded as different or as similar depending on the different similarity requirements of the users. Some people may think that two similar images have to have similar color composition in the same area. In that case Image-A and Image-B are not similar because their color distributions are different. Conversely, some people do not care about the spatial information between two images. Therefore, the two images in Figure 1 are regarded as similar. The approaches mentioned above can not deal with two different similarity requirements, except for the work proposed by Smith and Chang. Therefore it is necessary to find new approaches satisfying different similarity requirements.

[image: image1.wmf]
                                   (a) Image-A                                                          (b) Image-B

Figure 1: The two images have similar color composition but different distribution

In this paper we propose two efficient approaches, named the partition-based approach and the region-based approach respectively, to facilitate image retrieval by using a simple way to represent the image content. Each image is partitioned into m×n equal-sized blocks and a color that has enough number of pixels in this block is chosen to represent its content. The content of an image is described by the extracted colors of all m×n blocks. This information can be used to get the color information for the partition- and region-based approaches according to the explanations in the following sections. Our experiments show that these two block-based approaches can speed up the image retrieval without losing the accuracy of queries. Moreover, the two approaches can deal with different similarity requirements. Users can choose a proper approach to issue the queries according to their requirements.

In the next section we first introduce the color models used in our experiments and explain in detail how the color information is extracted from an image. Section 3 describes the query processing, while the detailed similarity measures are presented in Section 4. Experimental results and their analysis are shown in Section 5. Finally, we present the conclusions and some possible future works in Section 6.
2 . Feature Extraction
This section describes the color models used in the experiments and explains how the color information of the partition- and region-based approaches can be extracted from an image. 

2.1. Color models
The RGB color model is widely used to represent digital images on most computer systems. However, the RGB color model has a major drawback on the similarity measure. This is due to the combination of the color characteristics. Figure 2(a) shows the whole color space of the RGB color model. The lightness and saturation information are implicitly contained in the R, G, and B values. Therefore, two similar colors with different lightness may have a large Euclidean distance in the RGB color space and are regarded as different. This is not consistent with the human perception and will decrease the accuracy of the image retrieval. Some color models, such as HSV and CIE L*u*v*, are proposed to overcome this problem. Their color characteristics are separated into three parts: hue, lightness, and saturation, which make them more consistent with human vision.

In our approach, we choose the HSV color model to represent the color information of an image. The whole color space in the HSV color model is represented by a cylinder, as shown in Figure 2(b). In the HSV color model, the color characteristics are separated into three parts: hue, saturation, and value. Because the total number of colors in the HSV color model is too high, it is necessary to partition the whole HSV color space into several sub-spaces where similar colors are associated together. The color values of the original pixels in an image are represented by the R, G, and B values, so that a transformation from the RGB to the HSV color model is necessary. It can be accomplished by the algorithm proposed in [11].


[image: image2.wmf]Red=(1,0,0)

Black=(0,0,0)

Yellow=(1,1,0)

Green=(0,1,0)

Blue=(0,0,1)

Cyan=(0,1,1)

White=(1,1,1)

Magenta=(1,0,1)

Red

    0

°

H

V

S

Green

  120°

Blue

  240°


                                (a) The RGB color model                                             (b) The HSV color model

Figure 2: The whole color space for the two color models

2.2. Color information in the partition-based approach
To extract the color information of the images in the partition-based approach, we first divide an image into m×n equal-sized blocks. Next, a dominant color is extracted from each block, which is the color that has a maximum number of pixels in a block. A two-stage examination is used to decide whether it can be a representative color. In the first stage, only the number of pixels of the dominant color is checked. If it is larger than a predefined threshold, the color is designated as the representative color of a block and the second-stage examination need not be performed. Otherwise, we add the number of pixels of the neighbor colors of the dominant color and check the threshold again. The neighbor colors are the colors adjacent to the dominant color in the color space. Note, that if these dominant colors do not pass the two-stage examination, there is no representative color in a block. The color information of an image can be represented by a feature vector, such as <c1,c2,c3,(,…,cn>, where n is the total number of blocks in an image, ci is the representative color of blocki, and ( denotes that a block has no representative color. 

2.3. Color information in the region-based approach

The representative colors of the blocks in an image are used to extract its color information in the region-based approach. A region is obtained by grouping adjacent blocks having the same representative color or neighbor colors. Therefore a region may have more than one representative color. The color associated with the most blocks in a region is selected as its representative color. The adjacent blocks, which have the same representative color, are grouped into a region first. Next, if the representative colors of two adjacent regions are neighbor colors, they are grouped into a larger region. The size of a region is the total number of blocks contained in the region.

Note that the grouping order between regions has to be fixed, because the representative color of regions may change with the grouping order. In our approach, we group regions from the top-left to the bottom-right corner.

For each region we record its shape, size, and the representative color as its properties. The shape is represented by the ratio of the short edge to the long edge of the MBR (minimum bounding rectangle) of the region. Because of the restricted order of division, we can deal with rotated objects to some degree. Moreover, smaller regions (with a size less than a threshold) are dropped. The threshold depends on the image size. In our database the image size is 192*128 pixels. Therefore, we set the threshold at 2048 pixels (about 10% of the image size). 

2. Query Processing
In this section, we present the query processing for our two approaches described in Section 2 respectively.

3.1. Partition-based approach

In the partition-based approach the color information of an image consists of the representative colors of the m×n blocks. For the retrieval process the representative colors in the corresponding blocks between the query image and the database images are compared. Two images are regarded as similar if they have similar representative colors in the corresponding blocks.  Note that a block may not have a representative color. We only perform the comparison when both of the two corresponding blocks in  the two images have a representative color.
3.2. Region-based approach

In the region-based approach the color information of the images is a set of regions. The spatial relationship between regions is considered to be unimportant, so that we focus on the similarity of regions in two images without the restriction that they need to be located in the same area. Before describing the query processing for the region-based approach, we describe the similarity degree between regions that will be used in the query processing. 

The similarity degree of regions is computed based on the values of the three properties we record for each region. A weighted function is used to combine the three values into the similarity degree of regions. For human vision, color is a more important factor for estimating image similarity and therefore it has a larger weight in our experiments. 

When users issue a query by an example image, the regions between the query image and each database image are matched such that the summation of the similarity degrees for regions leads to a maximum. Note that each region in the query image matches with its corresponding region in a database image. However, the number of regions of the query images and the database images can be different. Some regions in the query image can not be matched to a region in a database image. The similarity degree of these regions is set to zero. Figure 3 is an example for the region matching between the query image and the database image. 
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                                                    (a) The query image                                          (b) The database image

	
	D
	E
	F
	G

	A
	0.92
	—
	0.81
	—

	B
	—
	0.65
	0.59
	—

	C
	—
	0.61
	—
	—


(c) The similarity degrees for the region pairs of two images

Figure 3: An example for region matching between the query image and the

database image

In Figure 3(a) and (b) the regions of the query and the database image are represented by their MBRs. The value in each MBR denotes the size of the region. The similarity degrees of the compared region pairs of the two images are listed in Figure 3(c). A dash means that the difference of the three properties between two regions is too large. For our example we get the following results:

Combination 1: (A, D) + (B, E) + (C, () = 0.92 + 0.65 + 0.00 = 1.57

Combination 2: (A, D) + (B, F) + (C, E) = 0.92 + 0.59 + 0.65 = 2.16

Combination 3: (A, F) + (B, E) + (C, () = 0.81 + 0.65 + 0.00 = 1.46

Combination 4: (A, F) + (B, () + (C, E) = 0.81 + 0.00 + 0.65 = 1.46
The value for Combination 2 is a maximum. Therefore, Region-A, Region-B, and Region-C in the query image match with Region-D, Region-F, and Region-E in the database image respectively.

4. Similarity Measures

In this section we first define the similarity between two colors in the HSV color space and explain then the similarity measures for the two approaches in detail. 

4.1. Color similarity

In our approaches, the similarity degree of two colors is computed as follows: First, the difference between two colors is obtained via the Euclidean distance in the color space. If it is above a threshold (d), which depends on the partitioned number of hue in the quantization scheme, we regard them as different and their similarity is zero. This difference is then normalized. The similarity function is shown as follows:
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where h, s, and v are the three color values of the representative color in the HSV color model, and 
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 is the normalization factor.

4.2. Partition-based approach

The image similarity in this approach depends on the similarity of the representative colors in the corresponding blocks. The similarity degree of two colors is computed by the similarity functions mentioned above. The similarity degree between two images is the average similarity degree of the representative colors in the corresponding blocks in the two images. The similarity degree of two images, I and J, is computed as follows:
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where n is the total number of blocks in an image, Im and Jm are the representative colors of the m-th block in image I and J respectively, and k denotes the total number where both corresponding blocks of the two images have one representative color.

4.3. Region-based approach

In this subsection we first define the similarity functions between two regions. Then the similarity function for two images is defined based on the similarity of regions.

4.3.1. Similarity between regions

The similarity degree of regions is computed based on the values of the three properties we record for each region. We define the similarity functions for these properties. In the following equations, R1 and R2 are two regions of two different images. Moreover, Ratio(Ri) and Size(Ri) denote the ratio and the size of region i respectively.
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Representative color: the similarity degree is computed via Equation (1).

Based on the similarity degrees of the three properties, a weighted function is used to combine the three values into the similarity degree for a region. The three properties are weighted in accordance to their importance for the calculation of the  similarity degree between two images. The similarity degree of two regions, R1 and R2, is computed by the following equation: 
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where Wratio, Wsize, and Wcolor are the weights for the ratio, the size, and the representative color of the region respectively. 

4.3.2. Similarity between images

A weighted function is used to compute the similarity degree between two images. The similarity degree of each region in the query image is first weighted by its size. Then the image similarity is calculated by summing up all weighted similarity degrees of each image region. The similarity degree of two images, Q and D, is computed by the following equations: 
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where Q(Ri) and D(Rj) are the regions in the query image and the database image respectively, n and m denote the total number of regions in the query image and the database image respectively, and SIZEQuery is the size of all regions in the query image. 

5 . Evaluations
In this section we show the results of our experiments. In the following subsections we first describe the evaluation method and the environment used in our experiments. Next, we show why it is sufficient to represent the content of a block via one representative color. Moreover, we make a comparison between the HSV and the RGB color model by using our two approaches and the histogram-based method. Finally, we show the efficiency and effectiveness of our two approaches by comparing them with the histogram-based method.

5.1. Environment and evaluation policy

In our experiments, precision and recall are used to evaluate the capability of our image retrieval approach. The individual equations for precision and recall are as follows:
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Our image database consists of 2117 images including natural scenes, animals, plants, buildings, street views, people, etc. The size of each image is 192*128 pixels. For computing the precision and recall, we choose 150 images and classify them into five categories equally. Each image is regarded as an example image to issue a query. In our experiments we have two kinds of methods to evaluate the accuracy of each query. In the first method we compute the precision and recall for the first 15 images that are retrieved for a particular query image. In the second method we show the relationship between precision and recall. The results shown in the following subsections are the average precision and recall for these 150 images. Besides, the platform for our experiments is a Windows 95 environment with AMD K6-200 and 64MB RAM.

5.2. Number of major colors

Although we decrease the dimension of visual features, people may doubt whether a representative color is sufficient to represent a block. We made an experiment to observe the color composition of the blocks in our image database. First, we count the number of major colors for each block of every database image.  The major colors are the colors that have enough number of pixels in a block. We use five thresholds in the range from 10% to 50%. The average number for the major colors of the blocks in the database is computed and the result is shown in Table 1.

In Table 1, we observe three parameters for their influence on the number of major colors in the two color models. These parameters are the block size, the quantization scheme for color space, and the proportion of the number of pixels in a block. From Table 1 we can find that the most important factors are the quantization scheme and the proportion. The number of the major colors decreases if the proportion increases. Therefore, choosing a proper proportion can ensure that we can find a representative color in a block. In our experiments, we choose 30% as the threshold to examine whether a block has a representative color or not. Although the average number of major colors of the blocks is less than 1 in this threshold, it can be increased to nearly 1 by adding the number of pixels of the neighbor colors.

Moreover, a good quantization scheme is very important for our approaches. This is due to the use of the representative colors. If the quantization of the color space is too fine, it will be more difficult to find a representative color in a block. However, if it is too rough, it will affect the accuracy of the queries. We will show these situations and choose some better quantization schemes for our image database in the next experiment. Finally, we can find that the block size does not have a close relationship to the number of major colors in the blocks. 
5.3. Comparison between HSV and RGB color models

In Section 2.1 we described the difference between the HSV and the RGB color models and the shortcomings of the RGB color model. In this experiment we use the histogram-based, the partition-based, and the region-based approach to compare our two models between each other and with a third method. The histogram-based approach is similar to the partition-based approach. The only difference between the partition-based and the histogram-based approach are the visual features of the images. In the histogram-based approach, each image is also partitioned into equal-size blocks and a color histogram is extracted to represent the content of a block.

	
	RGB model
	HSV model

	BlockSize
	Quantization Scheme
	Proportion
	Quantization Scheme
	Proportion

	
	
	10%
	20%
	30%
	40%
	50%
	
	10%
	20%
	30%
	40%
	50%

	8*8
	4*4*4
	1.89
	1.09
	0.60
	0.33
	0.16
	3*3*3
	1.99
	1.19
	0.66
	0.37
	0.17

	
	5*5*5
	2.15
	1.15
	0.59
	0.31
	0.15
	9*3*3
	2.24
	1.19
	0.60
	0.33
	0.15

	
	6*6*6
	2.29
	1.16
	0.57
	0.29
	0.14
	15*3*3
	2.32
	1.15
	0.56
	0.30
	0.14

	
	8*8*8
	2.41
	1.11
	0.52
	0.26
	0.12
	21*3*3
	2.37
	1.13
	0.53
	0.28
	0.13

	
	16*16*16
	2.14
	0.81
	0.33
	0.15
	0.07
	27*3*3
	2.39
	1.09
	0.50
	0.26
	0.12

	16*16
	4*4*4
	2.19
	1.12
	0.63
	0.32
	0.14
	3*3*3
	2.27
	1.20
	0.69
	0.36
	0.15

	
	5*5*5
	2.39
	1.11
	0.59
	0.29
	0.12
	9*3*3
	2.37
	1.10
	0.59
	0.29
	0.12

	
	6*6*6
	2.46
	1.07
	0.54
	0.26
	0.10
	15*3*3
	2.32
	1.01
	0.52
	0.25
	0.10

	
	8*8*8
	2.43
	0.94
	0.45
	0.21
	0.08
	21*3*3
	2.30
	0.94
	0.47
	0.22
	0.09

	
	16*16*16
	1.80
	0.56
	0.24
	0.10
	0.04
	27*3*3
	2.23
	0.88
	0.43
	0.20
	0.08

	32*32
	4*4*4
	2.45
	1.19
	0.63
	0.32
	0.13
	3*3*3
	2.51
	1.30
	0.70
	0.35
	0.14

	
	5*5*5
	2.55
	1.11
	0.54
	0.27
	0.10
	9*3*3
	2.45
	1.08
	0.53
	0.26
	0.10

	
	6*6*6
	2.53
	1.01
	0.47
	0.22
	0.09
	15*3*3
	2.30
	0.95
	0.45
	0.22
	0.08

	
	8*8*8
	2.33
	0.82
	0.36
	0.16
	0.06
	21*3*3
	2.18
	0.85
	0.39
	0.19
	0.07

	
	16*16*16
	1.41
	0.39
	0.15
	0.06
	0.02
	27*3*3
	2.05
	0.77
	0.35
	0.17
	0.07

	64*64
	4*4*4
	2.72
	1.24
	0.62
	0.30
	0.11
	3*3*3
	2.86
	1.34
	0.66
	0.30
	0.11

	
	5*5*5
	2.70
	1.06
	0.48
	0.22
	0.08
	9*3*3
	2.55
	0.99
	0.45
	0.19
	0.07

	
	6*6*6
	2.55
	0.91
	0.38
	0.17
	0.06
	15*3*3
	2.26
	0.81
	0.36
	0.16
	0.06

	
	8*8*8
	2.16
	0.65
	0.25
	0.11
	0.04
	21*3*3
	2.06
	0.70
	0.30
	0.13
	0.05

	
	16*16*16
	0.96
	0.23
	0.08
	0.03
	0.01
	27*3*3
	1.87
	0.61
	0.26
	0.12
	0.04


Table 1. Average number of major colors of the blocks in the database

We use a data set with 150 images in 5 classes to run this experiment. For simplification we only retrieve the first 15 images as the result of a query image and compute the precision and recall. Because the curve of recall between various parameters is similar to the curve of precision, we only show the curve of precision. We run the three approaches with various parameters for the two color models. The results are shown in Figure 4. In general, the HSV color model has better precision than the RGB color model except for the histogram-based approach. This is reasonable, because the similarity measure in the histogram-based approach depends on the difference of the number of pixels having the same color. Moreover, the color information in the histogram-based approach is all retained. However, the similarity measure in our approaches depends on the difference between colors and the color information is only partially used. Therefore, the shortcomings of the RGB color model in our approaches is more predominant. Hence the HSV color model is more suitable for our approaches.

Additionally to the choice of the color model we have to choose a suitable quantization scheme and block size. Because we use a representative color to represent a block, it is not suitable for our approach to use larger block sizes, because the color information of an image may be lost. A proper block size depends on the image size. In our image database, the image size is 192*128 pixels. Hence the block sizes of 8*8 and 16*16 pixels are more suitable for our images. Note that a smaller block size is more suitable for the region-based approach because the extraction of regions is done by a block-level process. If the size of a block is too large the representation of regions will be too rough. It will affect the accuracy of queries in the region-based approach. This situation is shown in Figure 4(f). Therefore, we use 8*8 pixels as the block size in our experiments.

[image: image16.wmf]0.60

0.65

0.70

0.75

0.80

0.85

0.90

4*4*4

5*5*5

6*6*6

8*8*8

16*16*16

Quantization Scheme

Precision

8*8

16*16

32*32

64*64

0.60

0.65

0.70

0.75

0.80

0.85

0.90

3*3*3

9*3*3

15*3*3

21*3*3

27*3*3

Quantization Scheme

Precision

8*8

16*16

32*32

64*64


(a) Histogram-based approach in RGB                                       (b) Histogram-based approach in HSV
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 (c) Partition-based approach in RGB                                       (d) Partition-based approach in HSV
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 (e) Region-based approach in RGB                                               (f) Region-based approach in HSV 

Figure 4: The comparison between the RGB and HSV color models

In Figure 4 the precision for each quantization scheme performs well except for the extreme quantization scheme "3*3*3". The major reason is the weak capability for color distinction. Moreover, the detailed quantization scheme is also not suitable for our approaches because it is difficult to extract one representative color from a block. Hence we choose  “15*3*3” as the quantization scheme.

5.4 Comparison of the two approaches

In this experiment we compare our approaches with the histogram-based method. Because the similarity requirements for  our two approaches are different, we prepare two proper data sets to run our experiments. 

First, we run the three methods on the first data set. In this data set two images are regarded as similar if they have similar color composition in the same area. The result is shown in Figure 5. We can find that the effectiveness of the partition-based and the histogram-based approach is similar. It means that less information does not decrease the accuracy of queries if we set the proper parameters. Note that the region-based approach performs worser than the other two approaches on this data set. This is due to the lack of the relationship between regions and the representation of regions in the region-based approach. In our method a rough representation of regions is used. In other words, the shape information for each region is not represented completely. Moreover, the spatial information is considered unimportant. Therefore, the matching of regions between two images may have some misjudgments. It will affect the accuracy of queries. We will refine it in the future to improve the performance of our approach.
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Figure 5: The relationship of precision and recall of the first data set for the

three approaches
In the following experiment we run the approaches on the second data set. It also consists of 150 images in 5 classes. However, in these five classes, we choose a special data class where images have similar color composition but various color distributions. We compute the precision and recall of this class with the three approaches. The result is shown in Figure 6.

We can find that the region-based approach has better precision than the other two approaches. In the histogram-based and the partition-based approaches the spatial information considered in the image retrieval is very simple and fixed. The similar colors have to be located in the same area. Hence, the two approaches do not perform well in this class. However, in the region-based approach, two similar images only have to have similar composition. The spatial information in this approach is considered unimportant. Therefore, the region-based approach performs better than the other approaches on this kind of similarity requirement and data set.

Additionally we can find in Figure 6 that the histogram-based approach is worser than the partition-based approach. Since the visual feature in the partition-based approach is only a representative color, it is more insensible to slight changes of color distributions. 
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Figure 6: The relationship of precision and recall for the special class in the

second data set for the three approaches

5.5 Computation cost

In this experiment we compare the efficiency of the three approaches by computing the average execution time for a single query. Note that the block size of  64*64 pixels in the region-based approach is larger than the threshold that is used to drop a smaller region in an image. Therefore, we do not run this experiment on this block size. The result is shown in Figure 7. We can find that the execution time of the partition-based and the region-based approach for smaller block sizes is better than that for the histogram-based approach. Because the content of the blocks in the database images is represented by one color for these methods, the computation cost for the similarity measure can be reduced. However, when the block size increases, the difference will decrease and the execution times of the three approaches are close to each other.
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Figure 7: The executive time of a single query for the three approaches 

(the quantization scheme is 15*3*3)

6. Conclusions
In this paper, we propose two efficient and effective approaches to facilitate the image retrieval by using a simple way to represent the content of images. In the two approaches, each image is partitioned into m×n equal-sized blocks. A representative color that has enough number of pixels in a block is extracted to represent the content of this block. In the first approach, the content of an image is directly represented by the representative colors of all m×n blocks and the spatial information between images is considered. In the second approach, the representative colors of the blocks in an image are used to extract regions. A block-level process is proposed to perform the region extraction. The spatial information between regions is considered unimportant for the similarity measurement. Our experiments show that these two approaches can speed up the image retrieval. Moreover, the two approaches are effective for different requirements of image similarity. Users can choose a proper approach to process their queries based on their similarity requirements. 
Some tasks will be performed to improve our approaches in the future. First, the representation of regions and the spatial information between regions in the region-based approach can be considered in the image retrieval. The results of our experiments show, that rougher representations of regions and the ignorance of spatial information between regions lower the accuracy of a query. In [13] a region-based shape representation is proposed that can be used in our approach. Moreover, we do not use any index structure to facilitate the performance of the queries. However, when the size of the image database becomes larger, an index structure is necessary to increase the performance of the queries.

References
[1] T. S. Huang and Y. Rui, (Image Retrieval: Past, Present and Future(, International Symposium on Multimedia Information Processing, pages 12~29, 1997

[2] M. Flickner, H. Sawhney, and W. Niblack, (Query by Image Content: The QBIC System(, IEEE Computer, Vol. 28(9): pages 23~32, September 1995.

[3] C. Faloutsos, W. Equitz, M. Flickner, and W. Niblack, (Efficient and Effective Querying by Image Content(, Journal of Intelligent Information Systems, Vol. 3, No 3, pages 231~262, 1994.

[4] M. Swain and D. Ballard, (Color Indexing(, International Journal of Computer Vision, 7(1): pages 11~32, 1991.

[5] M. Stricker and A. Dimai, (Color Indexing with Weak Spatial Constraints(, SPIE proceedings, 2670: pages 29~40, 1996.

[6] G. Pass, R. Zabih, and J. Miller, (Comparing Images Using Color Coherence Vectors(, ACM Multimedia Conference, pages 65~73, 1996.

[7] J. R. Smith and S-F. Chang, (Tools and Techniques for Color Image Retrieval(, SPIE proceedings, 2670: pages 1630~1639, 1996.

[8] J. R. Smith and S-F. Chang, (VisualSEEK: a full automated content-based image query system(, ACM Multimedia Conference, pages 87~98, 1996.

[9] J. R. Smith and S-F. Chang, (Integrated Spatial and Feature Image Query(, ACM Multimedia Systems Journal, Vol. 7, March 1999.

[10] B. C. Ooi, K.-L. Tan, T. S. Chua, and W. Hsu, (Fast Image Retrieval using Color-Spatial Information(, The VLDB Journal, Vol. 7(2), May 1998.

[11] J.D. Foley, A. Dam, S.K. Feiner, and J.F. Hughes, (Computer Graphics, Principles and Practice(, Addison-Wesley Publishing Company, 1990.

[12] T.S. Chua, K.L. Tan, and B.C. Ooi, (Fast Signature-based Color-Spatial Image Retrieval(, International Conference on Multimedia Computing and Systems, pages 362~369, 1997.

[13] G. Lu and A. Sajjanhar, (Region-Based Shape Representation and Similarity Measure Suitable for Content-Based Image Retrieval(, ACM Multimedia Systems Journal, Vol. 7, March 1999.

[14] A. Pentland, R. W. Picard, and S. Sclaroff, (Photobook: Tools for Content-Based Manipulation of Image Databases(, International Journal of Computer Vision, Vol. 18(3), June 1996.

[15] J. R. Bach, C. Fuller, and A. Gupta, (The Virage Image Search Engine: An Open Framework for Image Management(, SPIE, Storage and Retrieval for Still Image and Video Databases, Vol. 2670: pages 76~87, 1996.

[16] T.C.T. Kuo and A.L.P. Chen, (Query Video Databases by Key frame Matching(, International Symposium on Multimedia Information Processing, pages 209~214, 1997.

[17] C.H. Lin, A.L.P. Chen, T.C.T. Kuo and C.Y. Tsai, "An Efficient Approach on Content-Based Image Retrieval with DCT Coefficient Indexes", Proc. Symposium on Advanced Database Systems for Integration of Media and User Environments, 1999. 

[18] http://www.altavista.com/

[19] http://www.yahoo.com/

[20] http://www.infoseek.com/

� Correspondence: Email: alpchen@cs.nthu.edu.tw





_1001405173.unknown

_1001405175.unknown

_1001405177.unknown

_1001405181.unknown

_1001436287.unknown

_1001405180.unknown

_1001405176.unknown

_1001405174.unknown

_1001405170.unknown

_1001405171.unknown

_1001405167.doc


Red=(1,0,0)







Black=(0,0,0)







Yellow=(1,1,0)







Green=(0,1,0)







Blue=(0,0,1)







Cyan=(0,1,1)







White=(1,1,1)







Magenta=(1,0,1)







Red







    0°







H







V







S







Green







  120°







Blue







  240°












